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Working Group for the Development of Community Finite Element Models for Fault Systems and Tectonics Studies

-  Benchmark Descriptions  -

Overview of Goals and Objectives

In order to test the accuracy and speed of various elastic and viscoelastic finite element calculations using different codes on different platforms, we have developed the following benchmark comparisons.  Information resulting from the benchmark comparisons will be used for the following purposes.

1) Confirming proper numerical implementation of the physics including rheological laws, fault constitutive laws, crack tip processes, etc.

2) Testing the accuracy of the numerical implementations as a function of meshing scheme, number of nodes, element type, time-stepping scheme, code, etc.

3) Testing the computational efficiency of different codes, solvers, and modeling techniques as a function of meshing scheme, number of nodes, element type, time-stepping scheme, code, etc.

4) Comparing and evaluating available finite element codes.

Based on the comparisons, we would like to be able to 1) identify and correct any errors in numerical implementation which currently exist in any of the considered codes, 2) quantify differences in numerical solutions as a function of meshing scheme, number of nodes, element type, time-stepping scheme, code, etc., and 3) quantify and, if possible, minimize model induced uncertainties resulting from discretization, model boundaries, unexpected transients in time-dependent materials, etc.

General Methodology

All benchmark descriptions assume a right-handed Cartesian coordinate system with the x-direction running east, the y-direction running north, and the z-direction running up.  If a boundary condition is applied at a depth, d, this will correspond to z = -d.  The surface is always assumed to be at z = 0. Use whatever coordinate system is most convenient for your program but please convert the results to the one defined here.

In order to compare solutions in the most straightforward way, the benchmark solutions will be described at nodal locations instead of integration points.  Thus, initial coarse meshes should all use the same nodal points, to the extent that they are permitted by the various codes.  For example, consider a uniform mesh spacing of 1 km in each direction, such that dx = dy = dz = 1 km.  For linear, brick-shaped elements (a.k.a. hexes) the volume of each element would be 1 km3. For the quadratic serendipity elements used by GAEA, each element would be 2 km x 2 km x 2 km (volume = 8 km3), and the nodes corresponding to the face and element centers in each element would be “missing,” so that the distance between nodes is either 1 or 2 km depending on position within the element.  There would be 5 tetrahedral elements for each brick element, 4 with a volume of 1/6 km3 and the fifth with a volume of 1/3 km3.

Benchmark meshes will be described at the coarsest level to be run.  Linear hexahedral elements will be assumed.  If memory, time, and patience allow, also run models at 1/2, 1/4, 1/8, etc. the original coarse node spacing.  This will make it possible to see how accuracy and speed scale with mesh spacing.  If your code permits a variety of element types, also run models using various types of elements (linear vs. quadrilateral; hexahedral vs. tetrahedral, full vs. reduced integration).  This will make it possible to see how accuracy and speed change with element type.  Finally, variable mesh spacing degrades accuracy, but, for economy, we would like to employ a variable mesh (e.g., to resolve stress variations at the fault tips, etc.).  If time permits investigate the trade-offs involved in using variable resolution meshes.

With regard to output, there are a number of parameters which should be noted for each model.  For the purposes of determining accuracy, please record displacements and stresses (all 6 independent components) at the specified locations and times.  For the purposes of evaluating performance, please try to keep track of memory usage (including the size of stiffness matrix and mean bandwidth, if possible), compiler type, compiler options, CPU speed, CPU execution time, wall clock execution time, etc.  More details regarding the submission of your results for inclusion in the summary analysis can be found at the end of this document.  To ease the burden on those who are compiling the data, your results will not be accepted unless they are in the specified format.

When available, analytical solutions for the various benchmarks will be found on the web at http://geoweb.mit.edu/fe.  Whenever possible, please check to make sure your results are essentially correct before submitting them for the summary analysis.

Benchmark Descriptions

Benchmark #1:  Viscoelastic relaxation of stresses resulting from an imposed uniaxial strain.  No body forces are imposed.  Material should have infinite bulk viscosity (i.e., should not relax in volume, only in shear).
· Benchmark #1a:  Solve using a Maxwell linear viscoelastic material rheology – conceptually, a spring (GM) and dashpot ((M) in series. 

· Benchmark #1b:  Solve using a Burger’s body rheological description - conceptually, a Maxwell element in series with a Kelvin-Voigt element (a spring (GKV) and dashpot ((KV) in parallel).

· Benchmark #1c:  Solve using a Maxwell power-law material description – conceptually, a spring (GM) and dashpot ((eff) in series. The dashpot has a nonlinear viscosity that depends on the second invariant of the stress tensor, .  For these benchmarks, we assume a power law rheology with n=3, that is: 

· (eff = (ref (ref / )2 

Goals: 

· Test relevant constitutive relations

· Verify shear relaxation only – no bulk relaxation

· Verify that mesh geometry introduces no errors

Detailed Description:

· Model size: 24 km by 24 km by 24 km (0 km ( x; y ( 24 km; -24 km ( z ( 0 km)

· Maxwell elastic material properties: Poisson solid, GM = 30 GPa

· Maxwell viscoelastic material properties: (M = 1018 Pa-s

· Burger’s body material properties: Maxwell element as above, Kelvin-Voigt element has GKV = 10 GPa, (M = 1017 Pa-s

· Power-law material properties: (ref = 1018 Pa-s and ref = 105 Pa.  (Note:  This value is chosen because the maximum initial elastic stress is of order 106 Pa, only a fraction of that is deviatoric, and the deviatoric stress decreases with time.)

· Density and Gravity: None

· Boundary conditions: 
Bottom pinned

Sides pinned in x and y; free in z

Top pinned in x and y; +1 m of displacement imposed in z

· Coarse mesh node spacing: dx = dy = dz = 2 km

Requested Output and Results: 

Mesh Variations:  As memory, time, and patience allow, run models at 1/2, 1/4, and 1/8, etc. the original coarse mesh spacing, investigate variable mesh spacing, and/or employ a variety of element types.

For All Benchmark Variations: 

· Stresses along a path through (0,0,-24) and (24,24,0) at t = 0, 1, 5, and 10 years.

· Displacements along a path through (0,0,-24) and (24,24,0) at t = 0, 1, 5, and 10 years.

· CPU time, wallclock time, memory usage info, compiler info, and platform info

“Truth”: Analytical solutions for each material rheology will be posted at geoweb.mit.edu/fe.

Additional Notes: Benchmark #1 should be completed for each material rheology used in any of the benchmarking exercise.

Benchmark #2:  Various tests on the implementation of gravity in viscoelastic finite element models.  All analyses are 2D plane strain and assume uniaxial strain boundary conditions.
· Benchmark #2a:  Relaxation of deviatoric stresses following application of body forces in a viscoelastic block.  Lateral and vertical density homogeneity is assumed (( = (1).

· Benchmark #2b:  Relaxation of deviatoric stresses following application of body forces in a viscoelastic block.  Lateral variations in density are included with a region of lower density located in the upper, +x-direction quadrant of the model (see Figure 1; low density material in x > 12 km, d z > -8 km).  The block has uniform viscosity.

· Benchmark #2c:  Relaxation of deviatoric stresses following application and removal of a surface load in a block containing an elastic layer overlying a viscoelastic layer (see Figure 2).  Lateral and vertical density homogeneity assumed (( = (1).

Goals: 

· All benchmarks: Test the implementation of gravity and confirm an approach toward an isostatic response.

· All benchmarks: Test the effects of different meshes, e.g., optimizing the mesh based on expected strain energy distributions, the effect of free form meshes, etc.

· Benchmark #2c: Test the viscoelastic gravitational response to surface loads during both loading and unloading.

Detailed Description:

· Model size: 24 km by 24 km (0 km ( x ( 24 km; -24 km ( z ( 0 km)

         Top layer: -12 km ( z ( 0 km;  Bottom layer: -24 ( z ( -12 km

         (Note: Top and bottom layers only necessary in benchmarks #2b and 2c)

· Elastic material properties: Poisson solid, G = 30 GPa

· Maxwell viscoelastic material properties: Top layer (if elastic): ( = 1025 Pa-s

       Rest of model: ( = 1018 Pa-s

· Power-law material properties: (ref = 1018 Pa-s and ref = 108 Pa.  (Note:  This value is chosen because the maximum intial elastic stress is of order 109 Pa, only a fraction of that is deviatoric, and the deviatoric stress decreases with time.)

· Density and Gravity: (1 = 3000 kg/m3; (2 = 2700 kg/m3; g = 10 m/s2
· Boundary conditions: 
Bottom pinned

Sides pinned in x and y; free in z

Top free (except 2c)

· Coarse mesh node spacing: dx = dz = 2 km

· Surface loading (Benchmark #2c only):  Sinusoidal surface load defined by TBD.

Requested Output and Results: 

Mesh Variations:  As memory, time, and patience allow, run models at 1/2, 1/4, and 1/8, etc. the original coarse mesh spacing, investigate variable mesh spacing, and/or employ a variety of element types.

For All Benchmark Variations: 

· Stresses along a path through (0,0,-24) and (24,24,0) at t = 0, 1, 5, and 10 years.

· Displacements along a path through (0,0,-24) and (24,24,0) at t = 0, 1, 5, and 10 years.

· CPU time, wallclock time, memory usage info, compiler info, and platform info

“Truth”: Analytical solutions for each benchmark will be posted at geoweb.mit.edu/fe.

Additional Notes: None.

Benchmark #3:  Viscoelastic relaxation of stresses resulting from an imposed simple shear strain.  No body forces are imposed.
· Benchmark #3a:  Solve using a Maxwell viscoelastic material rheology

· Benchmark #3b:  Solve using a Burger’s body rheological description

· Benchmark #3c:  Solve using a power-law material description

Goals: 

· Test relevant constitutive relations

· Verify timing of output in specific codes (i.e., is output written at the beginning or end of the step).

Detailed Description:

· Model size: 24 km by 24 km by 24 km (0 km ( x; y ( 24 km; -24 km ( z ( 0 km)

· Elastic material properties: Poisson solid, G = 30 GPa

· Maxwell viscoelastic material properties: ( = 1018 Pa-s

· Burger’s body material properties: Maxwell element as above, Kelvin-Voigt element has GKV = 10 GPa, (M = 1017 Pa-s

· Power-law material properties: (ref = 1018 Pa-s and ref = 105 Pa.  (Note:  This value is chosen because the maximum initial elastic stress is of order 106 Pa; although all of that is deviatoric, the deviatoric stress decreases with time.)

· Density and Gravity: None

· Boundary conditions: 
Bottom pinned

Sides pinned in y and z; free in x

Top pinned in y and z; 1 m of displacement imposed in x

· Coarse mesh node spacing: dx = dy = dz = 2 km

Requested Output and Results: 

Mesh Variations:  As memory, time, and patience allow, run models at 1/2, 1/4, and 1/8, etc. the original coarse mesh spacing, investigate variable mesh spacing, and/or employ a variety of element types.

For All Benchmark Variations: 

· Stresses along a path through (0,0,-24) and (24,24,0) at t = 0, 1, 5, and 10 years.

· Displacements along a path through (0,0,-24) and (24,24,0) at t = 0, 1, 5, and 10 years.

· CPU time, wallclock time, memory usage info, compiler info, and platform info

“Truth”: Analytical solutions for each material rheology will be posted at geoweb.mit.edu/fe.

Additional Notes: None.

Benchmark #4:  Viscoelastic (Maxwell) relaxation of stresses from a single, finite, strike-slip earthquake.
· Benchmark #4a:  A 2D anti-plane analysis on a finite domain (± 400 km laterally, 400 km deep).  If the code allows, also test using infinite elements in both directions.

· Benchmark #4b:  A 3D analysis without gravity.  Evaluate results with fixed boundary conditions on a cube with sides of length 24, 48, 96, and 192 km.  If the code allows, also test using infinite elements in all directions.

Benchmark #4c:  A 3D analysis with gravity.  Evaluate results with fixed boundary conditions on a cube with sides of length 24, 48, 96, and 192 km. .  The effects of gravitational loading (as in BM2) should be relaxed before the fault slip is imposed.  Alternatively, Winkler nodes could be used to calculate the gravitational restoring forces resulting from the deformed upper surface.

Goals: 

· Benchmark #4a: Test far-field viscoelastic relaxation.

· Benchmark #4a & 4b: Code comparison, particularly near fault tips.

· Benchmark #4a & 4b: Test the effect of boundaries in the finite element mesh for strike-slip faulting.

· Benchmark #4c: Test the implementation of gravity for strike-slip faulting.

Detailed Description:

· Model size: see dimensions given above; (-X km ( x ( X km; 0 km ( y ( Y km; -Z ( z ( 0 km)

         
Top layer: -12 km ( z ( 0 km; 

Bottom layer: -Z ( z ( -12 km


Where X, Y and Z = 12, 24, 48 and 96 km.

· Elastic material properties: Poisson solid, G = 30 GPa

· Maxwell viscoelastic material properties: Top layer: ( = 1025 Pa-s (essentially elastic)

       Bottom layer: ( = 1018 Pa-s

· Density and Gravity: when applicable: ( = 3000 kg/m3; g = 10 m/s2
· Boundary conditions: 
Bottom pinned

Sides with normals in the x-direction pinned

Side at y = max(y) km pinned

Side at y = 0 km has 0 y-displacement (i.e., symmetry condition applied)

Top free

· Coarse mesh node spacing: dx = dy = dz = 2 km in 3D and dx = dz = 2 km in 2D

· Fault specifications: 
Type: vertical strike-slip fault

Location: Strike parallel to y-direction at center of model (x = 0km)


    0 km ( y ( 16 km;  -16 km ( z ( 0 km

Slip distribution:   1 m of uniform strike slip motion for 0 km ( y ( 12 km and -12 km ( z ( 0 km with a linear taper to 0 slip at y = 16 km and z = -16 km.

Requested Output and Results: 

Mesh Variations:  As memory, time, and patience allow, run models at 1/2, 1/4, and 1/8, etc. the original coarse mesh spacing, investigate variable mesh spacing, and/or employ a variety of element types.

For All Benchmark Variations: 

· Stresses (all components) and displacements along three lines parallel to the y-axis at x = 0, 1, and 5 km and three lines parallel to the x-axis at y = 12, 17, and 21, at depths of 0, 12,  16, 17 and 21 below the surface at times of 0, 1, 5 and 10 years.

· CPU time, wallclock time, memory usage info, compiler info, and platform info

“Truth”: Okada will be used to generate an elastic solution.  The ‘best’ viscoelastic answer will be derived via mesh refinement and increasing the distance to the model boundaries.  Analytical solutions to the viscoelastic solution are being sought if anyone has information.

Additional Notes: For benchmark #4a, some codes may need to use 1-2 layers of 3D elements constrained to be anti-plane.  For benchmark #4b & 4c, always run the same meshes both with and without gravity so that the magnitude of the gravitational effect with distance from the fault can be estimated.

Benchmark #5:  Viscoelastic (Maxwell) relaxation of stresses from a single, finite, dip-slip earthquake in 3D without body forces.  The analytical solution for the elastic displacement (available at geoweb.mit.edu/fe) is applied at the boundaries and held fixed through time.
· Benchmark #5a:  For at least 1 run, evaluate the model behavior on a specified mesh (available at geoweb.mit.edu/fe).  Also investigate other meshes (grid spacing, element types, etc.) as allowed by the code.

· Benchmark #5b:  Using a mesh of your choice, investigate accuracy as a function of the number of nodes near the fault tip.  Also consider variations in how the discrete fault tip is buried within the viscoelastic medium (i.e., # of nodes in transition, transition distance, etc.).

· Benchmark #5c: Approximate pinned boundaries at infinite distances from the fault (either using infinite elements or extending the boundaries a far distance from the fault, using mesh grading).

Goals: 

· Benchmark #5a: Evaluate accuracy efficiency of codes as a function of meshing technique and element type.

· Benchmark #5a: Code comparison.

· Benchmark #5b: Test accuracy of code near fault tip.

· Benchmark #5b: Investigate “best” methods for 1) discretizing the mesh near the fault tip and 2) approximating the brittle-ductile transition.

· Benchmark #5c: Comparison to semi-analytical solutions (e.g. VISCO1D).

Detailed Description:

· Model size: 24 km by 24 km by 24 km (0 km ( x; y ( 24 km; -24 km ( z ( 0 km)

       Top layer: -12 km ( z ( 0 km;  Bottom layer: -24 km ( z ( -12 km

· Elastic material properties: Poisson solid, G = 30 GPa

· Maxwell viscoelastic material properties: Top layer: ( = 1025 Pa-s (essentially elastic)

       Bottom layer: ( = 1018 Pa-s

· Density and Gravity: None

· Boundary conditions: 
Bottom and all sides except the symmetry plane (y = 0 km) have analytical solution imposed (available at geoweb.mit.edu/fe)

Side at y = 0 km has 0 y-displacement (i.e., symmetry condition applied)

Top free

· Coarse mesh node spacing: dx = dy = dz = 2 km

· Fault specifications: 
Type: 45( dipping fault

Location: Top edge at x = 4 km; Bottom edge at x = 20 km


    0 km ( y ( 16 km;  -16 km ( z ( 0 km

Slip distribution:   1 m of uniform thrust slip (0.707 m in the z-direction and -0.707 m in the x-direction) for 0 km ( y ( 12 km and -12 km ( z ( 0 km with a linear taper to 0 slip at y = 16 km and z = -16 km.

Requested Output and Results: 

Mesh Variations:  As memory, time, and patience allow, run models at 1/2, 1/4, and 1/8, etc. the original coarse mesh spacing, investigate variable mesh spacing, and/or employ a variety of element types.

For All Benchmark Variations: 

· Stresses and displacements along three lines parallel to the y-axis at 0, 1, and 5 km from the fault plane at the depths of 0, 12, 16, 17, and 21 km (e.g. at the surface x=4, 5, and 9 km, at z = -12, x=16, 17, and 20 km); and three lines parallel to the x-axis at y = 12, 17, and 21, at depths of 0, 12,  16, 17 and 21 below the surface, all results at times of 0, 1, 5 and 10 years.

· CPU time, wallclock time, memory usage info, compiler info, and platform info

“Truth”: Okada will be used to generate an elastic solution.  The ‘best’ viscoelastic answer will be derived via mesh refinement and increasing the distance to the model boundaries.  Analytical solutions to the viscoelastic solution are being sought if anyone has information.

Additional Notes: For future comparisons involving variations in rheology across the fault, please also build in layer boundaries at z = -6 km on the hanging wall side of the fault and z = -10 km on the footwall side of the fault.

Benchmark #6:  Viscoelastic (Maxwell) relaxation of stresses from a single, finite, dip-slip earthquake in 3D with body forces.
Goals: 

· Test implementation of gravity for thrust faults.

Detailed Description:

-     Model size: same dimensions as Benchmark #5.

· Elastic material properties: Poisson solid, G = 30 GPa

· Maxwell viscoelastic material properties: Top layer: ( = 1025 Pa-s (essentially elastic)

       Bottom layer: ( = 1018 Pa-s

· Density and Gravity: when applicable ( = 3000 kg/m3; g = 10 m/s2
· Boundary conditions: 
Bottom pinned

Sides with normals in the x-direction pinned

Side at y = max(y) km pinned

Side at y = 0 km has 0 y-displacement (i.e., symmetry condition applied)

Top free

· Coarse mesh node spacing: dx = dy = dz = 2 km

· Fault specifications: 
Type: 45( dipping fault

Location: Strike parallel to y-direction

    Top edge at x = mean(x) - 8 km;

    Bottom edge at x = mean(x) + 8 km


    0 km ( y ( 16 km;  -16 km ( z ( 0 km

Slip distribution:   1 m of uniform thrust slip (0.707 m in the z-direction and -0.707 m in the x-direction) for 0 km ( y ( 12 km and -12 km ( z ( 0 km with a linear taper to 0 slip at y = 16 km and z = -16 km.

Requested Output and Results: 

Mesh Variations:  As memory, time, and patience allow, run models at 1/2, 1/4, and 1/8, etc. the original coarse mesh spacing, investigate variable mesh spacing, and/or employ a variety of element types.

For All Benchmark Variations: 

· Stresses and displacements along three lines parallel to the y-axis at 0, 1, and 5 km from the fault plane at the depths of 0, 12, 16, 17, and 21 km (e.g. at the surface x=4, 5, and 9 km, at z = -12, x=16, 17, and 20 km); and three lines parallel to the x-axis at y = 12, 17, and 21, at depths of 0, 12,  16, 17 and 21 below the surface, all results at times of 0, 1, 5 and 10 years.

· CPU time, wallclock time, memory usage info, compiler info, and platform info

“Truth”: Okada will be used to generate an elastic solution.  The ‘best’ viscoelastic answer will be derived via mesh refinement and increasing the distance to the model boundaries.  Analytical solutions to the viscoelastic solution are being sought if anyone has information.

Additional Notes: Always run the same meshes both with and without gravity so that the magnitude of the gravitational effect with distance from the fault can be estimated.  The effects of gravitational loading (as in BM2) should be relaxed before the fault slip is imposed.  Alternatively, Winkler nodes could be used to calculate the gravitational restoring forces resulting from the deformed upper surface.

Benchmark #7:  Elastic solution for a circular strike-slip fault.

The conceptual model is an elastic disk of radius 200 km, with a circular left-lateral strike-slip fault forming an inner plug which rotates inside the outer annulus.  Because of the symmetry of the problem, radial displacements should vanish and only the first quadrant needs to be modeled.  If required, a mesh using cylindrical coordinates can be downloaded from http://geoweb.mit.edu/fe/.
Goals: 

· Test techniques and implementation methods for non-planar faults (use of local vs. global coordinate systems, etc.)

· Investigate the grid resolution required to properly resolve non-planar faults.

· Test ability of various codes to model non-planar faults

· Test implimentation of boundary conditions in terms of Cartesian and Polar coordinates.

· Code comparison

Detailed Description:

· Model size: Thickness = 40 km; 10 km ( r < 200 km; 0 ( ( ( (/2

· Elastic material properties: Poisson solid, G = 30 GPa

· Density and Gravity: None

· Boundary conditions: 
Bottom pinned

x-displacement pinned at y = 0 (i.e., ( = 0)

y-displacement pinned at x = 0 (i.e., ( = (/2)

· Coarse mesh node spacing: dr = dz = 2 km; d( = 2 degrees

· Fault specifications: 
Type: Vertical strike-slip

Location: r = 100 km; -16 km ( z ( 0 km

Slip distribution:   1 m of uniform left lateral slip from -12 km ( z ( 0 km with a linear taper to 0 slip at fault tip (z = -16 km)

Requested Output and Results: 

Mesh Variations:  As memory, time, and patience allow, run models at 1/2, 1/4, and 1/8, etc. the original coarse mesh spacing, investigate variable mesh spacing, and/or employ a variety of element types.

For All Benchmark Variations: 

· Stresses and displacements along a line running radially at = 45 degrees, and lines running with constant r = 95, 99, 101, and 105 km, at depths of 0, 12,  16, 17 and 21 below the surface, all results at times of 0, 1, 5 and 10 years.

· CPU time, wallclock time, memory usage info, compiler info, and platform info

“Truth”: The ‘best’ answer will be derived via mesh refinement.  There will also be a solution generated using Okada point sources in an infinite halfspace.

Additional Notes: None

Reporting Your Results

In the near future, we anticipate having IT help in archiving the solutions. For now, all results should be sent to Brad Hager (bhhager@mit.edu) for archiving and analysis.  Data should be forwarding as text files in the format specified below.  The header of each file should contain header information containing all requested platform, operating system, code, and runtime information as specified below.  Finite element results should be provided at the requested locations for each benchmark.

For the smaller grids, please also send the entire output file so that more detailed comparisons can be made.

Header Format:

5 lines of 80 characters

Stress Data Format:

Stress data should be provided in a table with the following format.  For 2D problems, the y-position, (yy, (yz, (xy columns can be removed.  Position information should be given in kilometers.  Stress data should be provided in megapascals.  Times should be given in years.

	
	Position of Measurement
	Stress Values

	Time
	x-position
	y-position
	z-position
	(xx
	(yy
	(zz
	(xz
	(xy
	(yz

	
	
	
	
	
	
	
	
	
	


Displacement Data Format:

Displacement data should be provided in a table with the following format.  For 2D problems, the y-position and uy columns can be removed.  Position information should be given in kilometers.  Displacement data should be provided in meters.  Times should be given in years.

	
	Position of Measurement
	Displacement Values

	Time
	x-position
	y-position
	z-position
	ux
	uy
	uz
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